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ABSTRACT

The thermal Sunyaev-Zel’dovich (tSZ) effect signal is widely recognized as a robust
mass proxy of galaxy clusters with small intrinsic scatter. However, recent observa-
tional calibration of the tSZ scaling relation using weak lensing (WL) mass exhibits
considerably larger scatter than the intrinsic scatter predicted from numerical simula-
tions. This raises a question as to whether we can realize the full statistical power of
ongoing and upcoming tSZ-WL observations of galaxy clusters. In this work, we inves-
tigate the origin of observed scatter in the tSZ-WL scaling relation, using mock maps
of galaxy clusters extracted from cosmological hydrodynamic simulations. We show
that the inferred intrinsic scatter from mock tSZ-WL analyses is considerably larger
than the intrinsic scatter measured in simulations, and comparable to the scatter in
the observed tSZ-WL relation. We show that this enhanced scatter originates from
the combination of the projection of correlated structures along the line of sight and
the uncertainty in the cluster radius associated with WL mass estimates, causing the
amplitude of the scatter to depend on the covariance between tSZ and WL signals.
We present a statistical model to recover the unbiased cluster scaling relation and
cosmological parameter by taking into account the covariance in the tSZ-WL mass
relation from multi-wavelength cluster surveys.

Key words: galaxies: clusters: general — galaxies: clusters: intracluster medium —
gravitational lensing: weak — cosmology: observations — method: numerical

1 INTRODUCTION

In recent years, the Sunyaev-Zel’dovich (SZ) effect observa-
tions of galaxy clusters have emerged as a powerful probe
of the growth of cosmic structure and cosmology. The ther-
mal SZ (tSZ) effect is the inverse Compton scattering of the
CMB photons off of energetic electrons in the intracluster
medium (ICM) (Sunyaev & Zeldovich 1972). Since the SZ
effect signal is independent of redshift, it offers a powerful
way of detecting galaxy clusters out to high redshift with the
current generation of microwave experiments, such as the
Atacama Cosmology Telescope (ACT), the South Pole Tele-
scope (SPT), and the Planck satellite (e.g., Hasselfield et al.
2013; Bleem et al. 2015; Planck Collaboration et al. 2015a).
These cluster samples have been used to measure the evolu-
tion of cluster abundance over the cosmic time and con-
strain cosmological parameters (e.g., Sievers et al. 2013;
Planck Collaboration et al. 2015b; de Haan et al. 2016).

⋆ E-mail: masato.shirasaki@nao.ac.jp

Cosmological constraints derived from these surveys
rely critically on the calibration of the relationship between
the observable and mass of galaxy clusters. Numerical sim-
ulations predict that the tSZ effect signal is a robust proxy
of cluster mass with intrinsic scatter of ! 10% as it di-
rectly probes the thermal energy content of the virialized
ICM (e.g., Motl et al. 2005; Nagai 2006; Kay et al. 2012;
Sembolini et al. 2014; Yu, Nelson & Nagai 2015).

However, the cluster-based cosmological constraint
hinges on the still poorly understood calibration of the re-
lationship between the observable and cluster mass (e.g.,
Bocquet et al. 2015; Sifón et al. 2015). As such, the tSZ-
mass scaling relation has been calibrated observation-
ally, based on the assumption that the cluster gas is
in hydrostatic equilibrium with the gravitational poten-
tial of galaxy clusters. However, the hydrostatic mass
estimate derived from X-ray observations is shown to
produce biased estimates of cluster mass at the level
of 5 − 30% depending on their dynamical states (e.g.,
Rasia et al. 2006; Nagai, Vikhlinin & Kravtsov 2007), and
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Matière sombre 85 %

Gaz ionisé 12%Galaxies 3%

Milieu intra-amas (ICM):  
Composante baryonique de la matière sous forme de gaz ionisé

● Amas de galaxies :

● Sondes puissantes pour la cosmologie et l’étude de la matière sombre

CMBb=0,2 b=0,4

Planck 2015 results. XXII. (2015)
Il faut caractériser précisément les relations Observable - Masse

• Tensions entre les estimations de paramètres cosmologiques 
obtenus par observation du CMB ou des amas

Plus grandes structures gravitationnellement liées dans l’Univers

Dominés par la matière sombre M ⇠ 1014 � 1015 M�

z 2 [0.004� 2.07]

• Contraintes sur        et⌦b ⌦CDM

Si la fraction de matière baryonique dans les amas de 
galaxies est représentative du contenu matériel de l’Univers

MHSE = (1� b)Mtot
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• L’effet SZ (expliqué dans quelques minutes) est reconnu comme un 
estimateur à faible dispersion de la masse des amas

• Cependant de récentes calibrations SZ-Weak lensing (expliqué dans quelques minutes) 
présentent une dispersion bien plus grande que celle prédite par les simulations numériques

Comprendre l’origine de la dispersion observée sur la relation d’échelle                       à partir 
d’observations simulées SZ-WL issues d’une simulation hydrodynamique à haute résolution

YSZ �M
tot
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I – Présentation de la simulation numérique et sélection de l’échantillon d’amas 

II – Le weak lensing 

III – L’effet Sunyaev–Zel'dovich

IV – Origines de la dispersion observée sur la loi YSZ �M
tot

V – Solution
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it is one of the dominant sources of astrophysical uncer-
tainties in cosmological constraints from SZ surveys (e.g.,
Planck Collaboration et al. 2014b, 2015b).

Weak lensing (WL) mass measurements, which directly
probe the projected mass distribution of the cluster, pro-
vide a promising way to measure cluster mass indepen-
dently of their dynamical states (e.g., Marrone et al. 2009;
McInnes et al. 2009; High et al. 2012; Hoekstra et al. 2012;
Miyatake et al. 2013; von der Linden et al. 2014; Jee et al.
2014; Gruen et al. 2014; Battaglia et al. 2015; Smith et al.
2015). However, recent tSZ and WL measurements suggest
that the scatter in the tSZ-WL mass scaling relation is on
the order of ∼ 20% (e.g., Marrone et al. 2012), which is con-
siderably larger than the intrinsic scatter predicted by nu-
merical simulations. This raises a question as to whether the
WL mass calibration of the SZ-selected clusters can realize
the full statistical power of the ongoing and upcoming SZ
surveys to test cosmological models.

In this work, we investigate the origin of the large dis-
crepancy between the intrinsic scatters in the tSZ-mass scal-
ing relation from simulations and observations, by using
mock tSZ and WL analyses of galaxy clusters extracted from
high-resolution cosmological hydrodynamic simulation. We
show that most of the scatter in the observed tSZ-WL mass
relation is driven by the combination of the enhanced scatter
in tSZ due to projections of correlated structures in the out-
skirt of individual clusters and the bias in WL determined
cluster radius, within which the tSZ signal is measured. Most
importantly, our results demonstrate the importance of the
covariance between tSZ and WL due to the correlated struc-
tures along the line of sight. We present a statistical model
to recover the unbiased Y − M relation from a set of tSZ
and WL measurements, by taking into account covariances
among clusters’ observables.

The paper is organized as follows. In Section 2, we de-
scribe our simulations and mock tSZ and WL analyses of
simulated clusters. We first examine the nature of scatters
in tSZ and WL measurements in Section 3 and the covari-
ance between tSZ and WL observables and its impact on
cluster-based cosmological analyses in Section 4. Section 5
explores the systematic uncertainties associated with bary-
onic effects. Conclusions are summarized in Section 6.

2 METHODS

2.1 Hydrodynamic Simulations

In this work, we analyze the mass-limited sample of 33
galaxy clusters extracted from the Omega500 non-radiative
(NR) hydrodynamics (Nelson et al. 2014) in a flat ΛCDM
model with the WMAP five-year results (Komatsu et al.
2009): Ωm0 = 0.27 (matter density), Ωb0 = 0.0469 (baryon
density), H0 = 100h = 70 kms−1Mpc−1 (Hubble constant),
and σ8 = 0.82 (the mass variance within a sphere with a ra-
dius of 8 h−1 Mpc). The simulation is performed using the
Adaptive Refinement Tree (ART) N-body+gas-dynamics
code (Kravtsov 1999; Kravtsov, Klypin & Hoffman 2002;
Rudd, Zentner & Kravtsov 2008), which is an Eulerian code
that uses adaptive refinement in space and time and non-
adaptive refinement in mass (Klypin et al. 2001) to achieve
the dynamic range necessary to resolve the cores of halos

Figure 1. The distribution of halo mass for our simulated clus-
ters at z = 0.33, where the halo mass is defined by the enclosed
mass within the radius at which the mean interior density equals
500 times the critical density of the universe. The black hatched
histogram represents the differential distribution, while the red
histogram shows the cumulative distribution. Note that we show
the number of clusters with a bin size of ∆ logM3D = 0.08 in this
figure.

formed in self-consistent cosmological simulations. The sim-
ulation volume has a comoving box length of 500 h−1 Mpc,
resolved using a uniform 5123 root grid and 8 levels of mesh
refinement, implying a maximum comoving spatial resolu-
tion of 3.8 h−1 kpc. While the effects of baryonic physics,
such as radiative gas cooling, star formation and energy feed-
back from supernovae and active galactic nuclei are impor-
tant in the cluster core regions (r <∼ 0.15R500c), these addi-
tional physics are shown to have negligible (! 2%) impact
on the scatter in the tSZ-mass scaling relation (Nagai 2006;
Battaglia et al. 2012; Kay et al. 2012). In Section 5, we as-
sess the impact of baryonic physics with the Omega500 sim-
ulation that includes radiative cooling, star formation, and
supernova feedback.

Cluster-sized halos are identified in the simulation using
a spherical overdensity halo finder described in Nelson et al.
(2014). We define the three-dimensional (3D) mass of clus-
ter using the spherical overdensity criterion: M500c =
500ρcrit(z)(4π/3)R

3
500c, where ρcrit(z) is the critical den-

sity of the universe at a given redshift z. In the following,
we denote this 3D mass as M3D. We select clusters with
M3D ≥ 3 × 1014 h−1M⊙ at z = 0 and re-simulate the box
with higher resolution dark matter particles in regions of
the selected clusters with the “zoom-in” technique, result-
ing in an effective mass resolution of 20483 , corresponding
to a dark matter particle mass of 1.09 × 109 h−1M⊙, inside
spherical region with cluster-centric radius of three time the
virial radius for each cluster.

In this work, we work mainly with a mass-limited sam-
ple of 33 clusters withM500c ≥ 2.3×1014 h−1M⊙ at z = 0.33,
which is comparable to the typical redshift of recent WL
cluster observations (e.g., High et al. 2012; Battaglia et al.

coupure sur la masse 
des amas sélectionnés

• Utilisation de la simulation hydrodynamique non-radiative 
Omega500 basée sur un model               (WMAP)⇤CDM

• Affinement adaptatif de la grille en espace et en temps afin de 
résoudre le centre des halos formés par la matière sombre et le gaz

• Identification des amas dont la masse vérifie                                                                   
puis nouvelle simulation des régions conservées à haute résolution 

M3D � 3⇥ 1014h�1M�

Masse effective des particules (DM) : 1.09⇥ 109h�1M�

3.8h�1kpcRésolution spatiale comobile :

Sélection de 33 amas vérifiant                                                                                 
à un redshift                     (typique d’observations de weak lensing récentes)

M500c � 2.3⇥ 1014h�1M�
z = 0.33

• Échantillon d’étude : 
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• Changement de coordonnées modifiant 
l’image d’objets d’arrière-plan

• Séparation de la transformation de l’image d’un objet d’arrière-plan en 2 termes :

Convergence      : augmente la taille angulaire des objets
�Shear      : élongation de l’image des objets (différent de l’ellipticité observée)

• Mapping de la position angulaire réelle de 
l’objet       vers sa position observée ~✓~�

Caractérisé par le Jacobien Aij =
@�i

@✓j

• Le Jacobien est relié au shear et à la convergence (observable) : A =


1� � Re[�] �Im[�]

�Im[�] 1� +Re[�]

�

• Le Jacobien est relié au potentiel gravitationnel le long de la ligne de visée : Aij = �ij +

Z r1

0
drg(r)

@

2�(~x(r))

@x

i
@x

j
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217 GHz

Carlstrom et al. ARA&A (2002)

 A 2319  
(Planck)

Frequency
70 GHz 100 GHz 143 GHz 217 GHz 353 GHz 545 GHz

• Effet Sunyaev - Zel'dovich (SZ) :

● Distorsion spectrale du CMB

Diffusion Compton inverse des photons du CMB sur des électrons énergétiques de l’ICM

Les photons du CMB acquièrent de l’énergie

L’effet SZ est indépendant du redshift

• Étude de l’ICM via son effet sur le CMB

• L’amplitude de l’effet SZ est donnée par le paramètre de Compton :

Caractérise la pression électronique à l’intérieur de l’ICMy /
Z

Pe dl
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2015). Figure 1 shows the mass distribution of our selected
clusters at z = 0.33.

2.2 Mock Maps

In this section we describe our procedure for creating mock
lensing and tSZ maps from cosmological hydrodynamic sim-
ulations.

2.2.1 Weak lensing maps

In gravitational lensing, the distortion of image of a source
object with true angular position β and observed angular
position θ can be characterized by the following 2×2 matrix:

Aij =
∂βi

∂θj
≡

(

1− κ− γ1 −γ2
−γ2 1− κ+ γ1

)

, (1)

where κ is convergence and γ is shear.
One can relate each component of Aij to the second

derivative of the gravitational potential Φ of the lens ob-
ject as follows (Bartelmann & Schneider 2001; Munshi et al.
2008);

Aij = δij − φij , (2)

φij =
2
c2

∫ χ

0

dχ′g(χ,χ′)∂i∂jΦ(χ
′), (3)

g(χ,χ′) =
r(χ− χ′)r(χ′)

r(χ)
, (4)

where χ is the comoving distance and r(χ) is the comov-
ing angular diameter distance. Gravitational potential Φ can
then be related to the matter density perturbation δ by the
Poisson equation.

The convergence can then be expressed as the weighted
integral of δ along the line of sight,

κ =
3
2

(

H0

c

)2

Ωm0

∫ χ

0

dχ′g(χ,χ′)
δ
a
. (5)

The relation between convergence and shear in Fourier space
is given by

γ̃(k) = γ̃1(k) + iγ̃2(k) =
k2
1 − k2

2 + ik1k2
k2

κ̃(k), (6)

κ̃(k) = γ̃1(k) cos 2φk + γ̃2(k) sin 2φk, (7)

where X̃(k) is the Fourier coefficient of X(θ) and k =
(k1, k2) = k(cos φk, sinφk).

To simulate WL cluster mass measurement, we first cre-
ate projected mass density maps of each cluster viewed along
three orthogonal projections, (x, y, z). We then derive the
convergence field using Eq. (5) and transform convergence
into shear using Eq. (6). Throughout this paper, we con-
sider a single source redshift zs = 1 for lensing calculations.
We then generate the projected mass density map on the
20482 two-dimensional mesh points by extracting all parti-
cles around each cluster in a comoving box with volume of
15.6× 15.6× Ldepth (h

−1Mpc)3, where Ldepth is the projec-
tion depth along the line of sight. We vary the projection
depth Ldepth = 10, 20, 100, and 500 h−1Mpc to explore the
effects of correlated structures along the line of sight, while
keeping the transverse size of the analysis volume fixed.

Because the dark matter particles come in different
masses in our zoom-in simulations, the mass density maps

Figure 2. Projected total mass density (top panel) and in
Compton-y (bottom panel) maps of the simulated cluster with
M500c = 9.1 × 1014 h−1M⊙. The projection depth is set to
500h−1Mpc. In each panel, the solid and dash circles indicate
the radius of R500c and 2R500c, respectively.

with a large projection depth get contribution from low reso-
lution dark matter particles, which appear as localized, point
like masses. We alleviate this effect by smoothing the mass
associated with these particles uniformly over the mesh in
which these particles reside. We confirmed that the aver-
age WL signal in the radial range of 0.5 < R/R500c < 2
converges to better than 1% in the four different cases of
Ldepth. We, therefore, conclude that the low resolution dark
matter particles do not affect the resulting mean value of
the WL-inferred mass in the radial range of our interest.

2.2.2 Compton-y maps

The tSZ effect is a spectral distortion of CMB caused by in-
verse Compton scattering of CMB photons off of electrons in
the high-temperature plasma in the ICM. The temperature
change at frequency ν of the CMB is given by ∆Tν/TCMB =
fν(x)y, where fν(x) = [x(ex+1)/(ex−1)−4](1+δSZE(x, Te))
is a frequency dependent factor, δSZE(x, Te) is the frequency

• Observation WL simulée :

Connaissance du potentiel gravitationnel le long de la ligne de visée
Création des champs de convergence et de shear engendrés par 
chaque amas en supposant les sources à un redshift zs = 1

Utilisation de 3 directions de projection orthogonales (x, y, z)

Variation de la profondeur de projection Ldepth = 10, 20, 100 et 500h�1 Mpc

Effet de la présence de structures le long de la ligne de visée

• Observation SZ simulée :

Connaissance de la distribution de pression du gaz le long de la ligne de visée

Calcul de cartes de paramètre de Compton par intégration de 
la pression suivant 3 directions de projection orthogonales
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Figure 3. The scatter plot of the Y − M relation inferred
from two-dimensional tSZ and WL mock observations. The gray
points represent the result of Y2D and M2D obtained from a
χ2 fitting over 33 realizations of tSZ and WL maps. The black
hatched region corresponds to the underlying Y − M relation
for our simulated clusters with the scatter of σlog Y = 0.030, or
σlnY = σlog Y × ln 10 = 6.9%. The red point with error bar shows
our modeling of the Y2D −M2D relation.

computed directly from simulation. Hereafter, we denote to
this spherically averaged Y as Y3D.

Performing a linear least square fitting to 33 clusters in
our sample at z = 0.33, the best-fit scaling relation between
log Y3D and logM3D is

log

(

Y3D

(h−1 Mpc)2

)

= 1.71 log

(

M3D

1014 h−1 M⊙

)

− 5.51, (16)

where the best-fit slope of 1.71±0.025 (1σ error) is consistent
with the self-similar prediction of 5/3 within 2σ. The best-fit
relation is shown as hatched region in Figure 3.

We quantify the intrinsic scatter2 of the Y3D − M3D

relation as

σ2
log Y,3D =

1
Ns − 1

Ns
∑

i=1

(log Y3D,i − log Y3D,fit(M3D,i))
2 , (17)

where Ns = 33 and Y3D,fit denotes the best-fit relation
given by Eq. (16). The intrinsic scatter is σlog Y,3D =
0.030 or σlnY,3D = σlog Y,3D × ln 10 = 6.9% for our
sample at z = 0.33, and it is consistent with previ-
ous results based on cosmological hydrodynamic simula-
tions (e.g., Nagai 2006; Yang, Bhattacharya & Ricker 2010;
Stanek et al. 2010; Krause et al. 2012; Battaglia et al. 2012;
Yu, Nelson & Nagai 2015).

2 Throughout the paper, we use log = log10 to compute scatter
in scaling relations unless noted otherwise.

3.2 2D Y −M relation from tSZ and WL maps

Next, we consider the Y −M scaling relation measured from
the projected tSZ and WL mass maps. Following the proce-
dures described in Section 2.3, we fit the Compton-y profile
of each simulated cluster using the projected gNFW profile
(see Eq. 12) to obtain the parameters of M500,p and c500,p.
We then compute the integrated Compton-y parameter Y
using Eq. (15) with the fitted result of M500,p and c500,p
as the parameters of Pe(r) and the radius Rref = R2D in-
ferred from the WL mass M2D as the outer boundary of the
cluster. We denote this Y measurement as Y2D and use the
projection depth which is matched to the size of the entire
simulation box Ldepth = 500 h−1 Mpc for both Y2D and M2D

measurements.

We derive the values of Y2D and M2D over 33 realiza-
tions of WL and tSZ maps and compare them with the
true Y3D − M3D scaling relation from Eq. (16). Figure 3
shows that the Y2D−M2D scaling relation (indicated by gray
points) exhibits considerably larger scatter than the under-
lying Y3D −M3D relation (indicated by the hatched region).
The scatter in the Y2D − M2D relation is σlogY,2D = 0.10,
which is larger than the 3D case by a factor of 3. This level of
scatter is consistent with observations (e.g., Marrone et al.
2009; McInnes et al. 2009; High et al. 2012; Marrone et al.
2012; Hoekstra et al. 2012; Gruen et al. 2014).

To understand the origin of the increased scatter, Fig-
ure 4 compares Y2D with Y3D and M2D with M3D. The left
panel shows the differences between Y2D and Y3D, which
shows that the relation between Y2D and Y3D is unbiased on
average with the scatter of 0.035 in log Y2D/Y3D. The right
panel shows that the differences between M2D and M3D.
The scatter is relatively large (∼ 0.105), and the ratio of
M2D/M3D vs. M2D exhibits a “tilt”, suggesting that M2D is
a biased estimator of M3D.

We find that this “tilt” originates from the non-uniform
distribution of the underlying true mass M3D. If M3D does
not follow a uniform distribution, which is the case for our
simulated cluster sample, the mean value of M2D for a given
M3D will be different from the mean value of M3D for a
given M2D. Following the Appendix in Rozo et al. (2014),
the mean value of logM3D for a given logM2D is given by

⟨logM3D| logM2D⟩ = logM2D − βσ2
logM,2D, (18)

where σlogM,2D is the scatter in logM2D, and we as-
sumed that the mean value of logM2D is unbiased:
⟨logM2D| logM3D⟩ = logM3D, and the distribution of m =
logM3D can be expressed locally in m as an exponen-
tial function dn/dm ∝ exp(−βm). Thus, any non-zero
β and non-zero scatter in logM2D gives rise to bias in
⟨logM3D| logM2D⟩. As shown in our mass distribution in
Figure 1, our simulated clusters have β < 0 for M3D <
Mpivot ≃ 1014.5 h−1M⊙ and β > 0 otherwise, where Mpivot

is the pivot mass scale where β = 0. The trend in the
left bottom panel in Figure 4 is consistent with the local
model of the Malmquist bias (White, Cohn & Smit 2010;
Stanek et al. 2010; Rozo et al. 2014), highlighting the im-
portance of understanding the selection function of the ob-
served cluster samples and correcting the Malmquist bias.

• Calcul de la dispersion intrinsèque de la relation d’échelle Y-M à partir 
des informations issues de la simulation :

Masse totale de chaque amas : M3D

Profil de masse de chaque amas

+
Paramètre de Compton intégré : Y3D ⌘ �T

mec2

Z R500c

0
Pe(r)4⇡r

2 dr

Fit linéaire de la relation d’échelle par méthode des moindres carrés :

log

✓
Y3D

(h�1
Mpc)

2

◆
= 1.71 log

✓
M3D

10

14h�1M�

◆
� 5.51

�lnY,3D = 6.9%Dispersion intrinsèque de chaque valeur simulée autour de cette loi :

Rayon caractéristique : R3D = R500c
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• Utilisation des cartes d’observations de WL et d’effet SZ simulées 
pour reconstruire les paramètres de chaque amas :

Modélisation de la densité de matière par un profil NFW          

Modélisation de la distribution de pression par un profil gNFW                  

Comparaison de la distribution de points                         par rapport à la relation d’échelle simulée (M2D, Y2D) Y3D �M3D

La dispersion de                               est multipliée par 3 par rapport à celle de Y3D �M3DY2D �M2D

(Ce niveau de dispersion est cohérent avec ce qui est obtenu par des observations réelles)

Covariance in the tSZ–WL mass scaling relation 5

Figure 3. The scatter plot of the Y − M relation inferred
from two-dimensional tSZ and WL mock observations. The gray
points represent the result of Y2D and M2D obtained from a
χ2 fitting over 33 realizations of tSZ and WL maps. The black
hatched region corresponds to the underlying Y − M relation
for our simulated clusters with the scatter of σlog Y = 0.030, or
σlnY = σlog Y × ln 10 = 6.9%. The red point with error bar shows
our modeling of the Y2D −M2D relation.

computed directly from simulation. Hereafter, we denote to
this spherically averaged Y as Y3D.

Performing a linear least square fitting to 33 clusters in
our sample at z = 0.33, the best-fit scaling relation between
log Y3D and logM3D is

log

(

Y3D

(h−1 Mpc)2

)

= 1.71 log

(

M3D

1014 h−1 M⊙

)

− 5.51, (16)

where the best-fit slope of 1.71±0.025 (1σ error) is consistent
with the self-similar prediction of 5/3 within 2σ. The best-fit
relation is shown as hatched region in Figure 3.

We quantify the intrinsic scatter2 of the Y3D − M3D

relation as

σ2
log Y,3D =

1
Ns − 1

Ns
∑

i=1

(log Y3D,i − log Y3D,fit(M3D,i))
2 , (17)

where Ns = 33 and Y3D,fit denotes the best-fit relation
given by Eq. (16). The intrinsic scatter is σlog Y,3D =
0.030 or σlnY,3D = σlog Y,3D × ln 10 = 6.9% for our
sample at z = 0.33, and it is consistent with previ-
ous results based on cosmological hydrodynamic simula-
tions (e.g., Nagai 2006; Yang, Bhattacharya & Ricker 2010;
Stanek et al. 2010; Krause et al. 2012; Battaglia et al. 2012;
Yu, Nelson & Nagai 2015).

2 Throughout the paper, we use log = log10 to compute scatter
in scaling relations unless noted otherwise.

3.2 2D Y −M relation from tSZ and WL maps

Next, we consider the Y −M scaling relation measured from
the projected tSZ and WL mass maps. Following the proce-
dures described in Section 2.3, we fit the Compton-y profile
of each simulated cluster using the projected gNFW profile
(see Eq. 12) to obtain the parameters of M500,p and c500,p.
We then compute the integrated Compton-y parameter Y
using Eq. (15) with the fitted result of M500,p and c500,p
as the parameters of Pe(r) and the radius Rref = R2D in-
ferred from the WL mass M2D as the outer boundary of the
cluster. We denote this Y measurement as Y2D and use the
projection depth which is matched to the size of the entire
simulation box Ldepth = 500 h−1 Mpc for both Y2D and M2D

measurements.

We derive the values of Y2D and M2D over 33 realiza-
tions of WL and tSZ maps and compare them with the
true Y3D − M3D scaling relation from Eq. (16). Figure 3
shows that the Y2D−M2D scaling relation (indicated by gray
points) exhibits considerably larger scatter than the under-
lying Y3D −M3D relation (indicated by the hatched region).
The scatter in the Y2D − M2D relation is σlogY,2D = 0.10,
which is larger than the 3D case by a factor of 3. This level of
scatter is consistent with observations (e.g., Marrone et al.
2009; McInnes et al. 2009; High et al. 2012; Marrone et al.
2012; Hoekstra et al. 2012; Gruen et al. 2014).

To understand the origin of the increased scatter, Fig-
ure 4 compares Y2D with Y3D and M2D with M3D. The left
panel shows the differences between Y2D and Y3D, which
shows that the relation between Y2D and Y3D is unbiased on
average with the scatter of 0.035 in log Y2D/Y3D. The right
panel shows that the differences between M2D and M3D.
The scatter is relatively large (∼ 0.105), and the ratio of
M2D/M3D vs. M2D exhibits a “tilt”, suggesting that M2D is
a biased estimator of M3D.

We find that this “tilt” originates from the non-uniform
distribution of the underlying true mass M3D. If M3D does
not follow a uniform distribution, which is the case for our
simulated cluster sample, the mean value of M2D for a given
M3D will be different from the mean value of M3D for a
given M2D. Following the Appendix in Rozo et al. (2014),
the mean value of logM3D for a given logM2D is given by

⟨logM3D| logM2D⟩ = logM2D − βσ2
logM,2D, (18)

where σlogM,2D is the scatter in logM2D, and we as-
sumed that the mean value of logM2D is unbiased:
⟨logM2D| logM3D⟩ = logM3D, and the distribution of m =
logM3D can be expressed locally in m as an exponen-
tial function dn/dm ∝ exp(−βm). Thus, any non-zero
β and non-zero scatter in logM2D gives rise to bias in
⟨logM3D| logM2D⟩. As shown in our mass distribution in
Figure 1, our simulated clusters have β < 0 for M3D <
Mpivot ≃ 1014.5 h−1M⊙ and β > 0 otherwise, where Mpivot

is the pivot mass scale where β = 0. The trend in the
left bottom panel in Figure 4 is consistent with the local
model of the Malmquist bias (White, Cohn & Smit 2010;
Stanek et al. 2010; Rozo et al. 2014), highlighting the im-
portance of understanding the selection function of the ob-
served cluster samples and correcting the Malmquist bias.

R2D M2DEstimation du rayon caractéristique           et de la masse

Y2DEstimation du paramètre de Compton intégré

⇢h(r) =
⇢s

(r/rs)(1 + r/rs)2

Pe(r) =
P0

⇣
r
rp
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Ldepth[h
−1 Mpc] 0.1′ − 5′ 0.1′ − θ500c 0.1′ − 5′ 0.1′ − θ500c

x-axis projection mass-limited sample without the outlier
10 (3.91± 0.04) × 10−2 (2.74± 0.02) × 10−2 (2.97 ± 0.02) × 10−2 (2.53 ± 0.02) × 10−2

20 (3.39± 0.03) × 10−2 (2.64± 0.02) × 10−2 (3.10 ± 0.02) × 10−2 (2.65 ± 0.02) × 10−2

100 (3.39± 0.03) × 10−2 (2.74± 0.02) × 10−2 (3.31 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (3.50± 0.03) × 10−2 (2.80± 0.02) × 10−2 (3.40 ± 0.03) × 10−2 (2.83 ± 0.02) × 10−2

y-axis projection mass-limited sample without the outlier
10 (3.25± 0.03) × 10−2 (2.29± 0.01) × 10−2 (2.75 ± 0.02) × 10−2 (2.10 ± 0.01) × 10−2

20 (3.40± 0.03) × 10−2 (2.38± 0.02) × 10−2 (2.90 ± 0.02) × 10−2 (2.18 ± 0.01) × 10−2

100 (3.70± 0.03) × 10−2 (2.49± 0.02) × 10−2 (3.23 ± 0.03) × 10−2 (2.30 ± 0.01) × 10−2

500 (3.94± 0.04) × 10−2 (2.63± 0.02) × 10−2 (3.45 ± 0.03) × 10−2 (2.43 ± 0.02) × 10−2

z-axis projection mass-limited sample without the outlier
10 (3.88± 0.04) × 10−2 (2.65± 0.02) × 10−2 (2.87 ± 0.02) × 10−2 (2.34 ± 0.01) × 10−2

20 (4.18± 0.04) × 10−2 (2.94± 0.02) × 10−2 (3.22 ± 0.03) × 10−2 (2.65 ± 0.02) × 10−2

100 (4.34± 0.05) × 10−2 (3.05± 0.02) × 10−2 (3.43 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (4.40± 0.05) × 10−2 (3.10± 0.03) × 10−2 (3.52 ± 0.03) × 10−2 (2.82 ± 0.02) × 10−2

Table 2. The scatter between log Y2D(R3D) and logY3D(R3D) measured within the true R500c. The error is estimated by the Gaussian
error over 33 maps. To convert the values into the conventional definition of scatter, multiply them by ln 10 ≈ 2.3. The left portion shows
the results for the mass-limited sample of 33 clusters, while the right corresponds to the results for 32 clusters without the 7σ outlier.

Figure 5. The probability distribution of ∆ log Y =
log(Y2D(R3D)/Y3D) (red line) and ∆ log Y =
log(Y2D(R2D)/Y3D) (green line). The blue histogram corre-
sponds to our modeling with the log-normal distribution of
log (M2D/M3D).

sents the distribution where the projected Y2D is measured
within R3D (i.e., ∆ log Y (R3D) = log (Y2D(R3D)/Y3D)),
while the green line shows the distribution where the
projected Y2D is measured within R2D estimated from
the WL mass (i.e., ∆ log Y (R2D) = log (Y2D(R2D)/Y3D)).
The distribution of ∆ log Y (R2D) is broader than that of
∆ log Y (R3D), indicating that WL mass measurements of
M2D introduce additional scatter in Y2D by 11.0%, which is
larger than 4.5% increase in scatter due to projection effects
discussed in the Section 3.3.1. Note that similar results are
obtained for the other two projection axes, where the addi-
tional scatters in Y2D are found to be 9.0% and 10.4% for
y-axis and z-axis, respectively. This shows that the uncer-
tainty in M2D leads to significant scatter in the WL calibra-

tion of the Y − M relations, and this effect must be taken
into account in the cosmological parameter estimation based
on WL mass calibration of SZ-selected cluster samples.

In order to account for this effect, we develop a model
to predict the distribution of log (Y2D(R2D)/Y3D) for a given
log (Y2D(R3D)/Y3D). Assuming that the underlying pressure
profile is given by the gNFW pressure profile with the best-
fit parameters M500,p and c500,p, the uncertainty in WL
mass M2D is translated into the uncertainty in Rref through
Eq. (15). Note that the integral in Eq. (15) scales with the
following quantity:

IP(xout) =

∫ xout

0

p(x)4πx2dx, (20)

where xout = Rref/R500,p, p(x) is given by Eq. (14) and
α′
P is assumed to play a minor role in the evaluation of

this integral. Since δ log IP ≃ δ log xout at xout = 1, the
uncertainty in logM2D introduces the scatter in log Y2D by
δ logR2D ∼ δ logM2D/3. We can then model the probability
distribution of log Y1 = log (Y2D(R2D)) based on the proba-
bility distribution of log Y2 = log (Y3D(R3D)) as

℘(log Y1) =

∫

d log Y2 ℘(log Y2)℘(log Y1| log Y2), (21)

where ℘(log Y1| log Y2) is the distribution of log Y1 for a given
log Y2. We assume ℘(log Y1| log Y2) to be the log-normal
distribution with the scatter of (1/3) σlogM2D−3D, where
σlogM2D−3D is the scatter of log (M2D/M3D). The blue his-
togram in Figure 5 is the result of our model, which provides
a good description of our simulation results.

4 COVARIANCE BETWEEN TSZ AND WL

SIGNALS

The scatter in Y2D is likely correlated with the scatter in
M2D, as they are both affected by the projection effects and
the uncertainties in the estimation of M2D. Therefore, the
covariance between Y2D andM2D must be taken into account
in order to derive the unbiased estimate of the underlying
Y3D −M3D relations from tSZ and WL measurements.

• Calcul du paramètre de Compton intégré             à partir du vrai rayon caractéristique Y2D R3D

• Estimation de la dispersion entre            et             en fonction de la profondeur de projectionY2D Y3D Ldepth

• Identification d’un amas très perturbé (merger) pour lequel le fit d’un modèle gNFW n’est pas adapté
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Ldepth[h
−1 Mpc] 0.1′ − 5′ 0.1′ − θ500c 0.1′ − 5′ 0.1′ − θ500c

x-axis projection mass-limited sample without the outlier
10 (3.91± 0.04) × 10−2 (2.74± 0.02) × 10−2 (2.97 ± 0.02) × 10−2 (2.53 ± 0.02) × 10−2

20 (3.39± 0.03) × 10−2 (2.64± 0.02) × 10−2 (3.10 ± 0.02) × 10−2 (2.65 ± 0.02) × 10−2

100 (3.39± 0.03) × 10−2 (2.74± 0.02) × 10−2 (3.31 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (3.50± 0.03) × 10−2 (2.80± 0.02) × 10−2 (3.40 ± 0.03) × 10−2 (2.83 ± 0.02) × 10−2

y-axis projection mass-limited sample without the outlier
10 (3.25± 0.03) × 10−2 (2.29± 0.01) × 10−2 (2.75 ± 0.02) × 10−2 (2.10 ± 0.01) × 10−2

20 (3.40± 0.03) × 10−2 (2.38± 0.02) × 10−2 (2.90 ± 0.02) × 10−2 (2.18 ± 0.01) × 10−2

100 (3.70± 0.03) × 10−2 (2.49± 0.02) × 10−2 (3.23 ± 0.03) × 10−2 (2.30 ± 0.01) × 10−2

500 (3.94± 0.04) × 10−2 (2.63± 0.02) × 10−2 (3.45 ± 0.03) × 10−2 (2.43 ± 0.02) × 10−2

z-axis projection mass-limited sample without the outlier
10 (3.88± 0.04) × 10−2 (2.65± 0.02) × 10−2 (2.87 ± 0.02) × 10−2 (2.34 ± 0.01) × 10−2

20 (4.18± 0.04) × 10−2 (2.94± 0.02) × 10−2 (3.22 ± 0.03) × 10−2 (2.65 ± 0.02) × 10−2

100 (4.34± 0.05) × 10−2 (3.05± 0.02) × 10−2 (3.43 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (4.40± 0.05) × 10−2 (3.10± 0.03) × 10−2 (3.52 ± 0.03) × 10−2 (2.82 ± 0.02) × 10−2

Table 2. The scatter between log Y2D(R3D) and logY3D(R3D) measured within the true R500c. The error is estimated by the Gaussian
error over 33 maps. To convert the values into the conventional definition of scatter, multiply them by ln 10 ≈ 2.3. The left portion shows
the results for the mass-limited sample of 33 clusters, while the right corresponds to the results for 32 clusters without the 7σ outlier.

Figure 5. The probability distribution of ∆ log Y =
log(Y2D(R3D)/Y3D) (red line) and ∆ log Y =
log(Y2D(R2D)/Y3D) (green line). The blue histogram corre-
sponds to our modeling with the log-normal distribution of
log (M2D/M3D).

sents the distribution where the projected Y2D is measured
within R3D (i.e., ∆ log Y (R3D) = log (Y2D(R3D)/Y3D)),
while the green line shows the distribution where the
projected Y2D is measured within R2D estimated from
the WL mass (i.e., ∆ log Y (R2D) = log (Y2D(R2D)/Y3D)).
The distribution of ∆ log Y (R2D) is broader than that of
∆ log Y (R3D), indicating that WL mass measurements of
M2D introduce additional scatter in Y2D by 11.0%, which is
larger than 4.5% increase in scatter due to projection effects
discussed in the Section 3.3.1. Note that similar results are
obtained for the other two projection axes, where the addi-
tional scatters in Y2D are found to be 9.0% and 10.4% for
y-axis and z-axis, respectively. This shows that the uncer-
tainty in M2D leads to significant scatter in the WL calibra-

tion of the Y − M relations, and this effect must be taken
into account in the cosmological parameter estimation based
on WL mass calibration of SZ-selected cluster samples.

In order to account for this effect, we develop a model
to predict the distribution of log (Y2D(R2D)/Y3D) for a given
log (Y2D(R3D)/Y3D). Assuming that the underlying pressure
profile is given by the gNFW pressure profile with the best-
fit parameters M500,p and c500,p, the uncertainty in WL
mass M2D is translated into the uncertainty in Rref through
Eq. (15). Note that the integral in Eq. (15) scales with the
following quantity:

IP(xout) =

∫ xout

0

p(x)4πx2dx, (20)

where xout = Rref/R500,p, p(x) is given by Eq. (14) and
α′
P is assumed to play a minor role in the evaluation of

this integral. Since δ log IP ≃ δ log xout at xout = 1, the
uncertainty in logM2D introduces the scatter in log Y2D by
δ logR2D ∼ δ logM2D/3. We can then model the probability
distribution of log Y1 = log (Y2D(R2D)) based on the proba-
bility distribution of log Y2 = log (Y3D(R3D)) as

℘(log Y1) =

∫

d log Y2 ℘(log Y2)℘(log Y1| log Y2), (21)

where ℘(log Y1| log Y2) is the distribution of log Y1 for a given
log Y2. We assume ℘(log Y1| log Y2) to be the log-normal
distribution with the scatter of (1/3) σlogM2D−3D, where
σlogM2D−3D is the scatter of log (M2D/M3D). The blue his-
togram in Figure 5 is the result of our model, which provides
a good description of our simulation results.

4 COVARIANCE BETWEEN TSZ AND WL

SIGNALS

The scatter in Y2D is likely correlated with the scatter in
M2D, as they are both affected by the projection effects and
the uncertainties in the estimation of M2D. Therefore, the
covariance between Y2D andM2D must be taken into account
in order to derive the unbiased estimate of the underlying
Y3D −M3D relations from tSZ and WL measurements.

Avec l’amas perturbé 
(biaisant l’estimation 

de la dispersion)

• Calcul du paramètre de Compton intégré             à partir du vrai rayon caractéristique Y2D R3D

• Estimation de la dispersion entre            et             en fonction de la profondeur de projectionY2D Y3D Ldepth

• Identification d’un amas très perturbé (merger) pour lequel le fit d’un modèle gNFW n’est pas adapté
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Ldepth[h
−1 Mpc] 0.1′ − 5′ 0.1′ − θ500c 0.1′ − 5′ 0.1′ − θ500c

x-axis projection mass-limited sample without the outlier
10 (3.91± 0.04) × 10−2 (2.74± 0.02) × 10−2 (2.97 ± 0.02) × 10−2 (2.53 ± 0.02) × 10−2

20 (3.39± 0.03) × 10−2 (2.64± 0.02) × 10−2 (3.10 ± 0.02) × 10−2 (2.65 ± 0.02) × 10−2

100 (3.39± 0.03) × 10−2 (2.74± 0.02) × 10−2 (3.31 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (3.50± 0.03) × 10−2 (2.80± 0.02) × 10−2 (3.40 ± 0.03) × 10−2 (2.83 ± 0.02) × 10−2

y-axis projection mass-limited sample without the outlier
10 (3.25± 0.03) × 10−2 (2.29± 0.01) × 10−2 (2.75 ± 0.02) × 10−2 (2.10 ± 0.01) × 10−2

20 (3.40± 0.03) × 10−2 (2.38± 0.02) × 10−2 (2.90 ± 0.02) × 10−2 (2.18 ± 0.01) × 10−2

100 (3.70± 0.03) × 10−2 (2.49± 0.02) × 10−2 (3.23 ± 0.03) × 10−2 (2.30 ± 0.01) × 10−2

500 (3.94± 0.04) × 10−2 (2.63± 0.02) × 10−2 (3.45 ± 0.03) × 10−2 (2.43 ± 0.02) × 10−2

z-axis projection mass-limited sample without the outlier
10 (3.88± 0.04) × 10−2 (2.65± 0.02) × 10−2 (2.87 ± 0.02) × 10−2 (2.34 ± 0.01) × 10−2

20 (4.18± 0.04) × 10−2 (2.94± 0.02) × 10−2 (3.22 ± 0.03) × 10−2 (2.65 ± 0.02) × 10−2

100 (4.34± 0.05) × 10−2 (3.05± 0.02) × 10−2 (3.43 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (4.40± 0.05) × 10−2 (3.10± 0.03) × 10−2 (3.52 ± 0.03) × 10−2 (2.82 ± 0.02) × 10−2

Table 2. The scatter between log Y2D(R3D) and logY3D(R3D) measured within the true R500c. The error is estimated by the Gaussian
error over 33 maps. To convert the values into the conventional definition of scatter, multiply them by ln 10 ≈ 2.3. The left portion shows
the results for the mass-limited sample of 33 clusters, while the right corresponds to the results for 32 clusters without the 7σ outlier.

Figure 5. The probability distribution of ∆ log Y =
log(Y2D(R3D)/Y3D) (red line) and ∆ log Y =
log(Y2D(R2D)/Y3D) (green line). The blue histogram corre-
sponds to our modeling with the log-normal distribution of
log (M2D/M3D).

sents the distribution where the projected Y2D is measured
within R3D (i.e., ∆ log Y (R3D) = log (Y2D(R3D)/Y3D)),
while the green line shows the distribution where the
projected Y2D is measured within R2D estimated from
the WL mass (i.e., ∆ log Y (R2D) = log (Y2D(R2D)/Y3D)).
The distribution of ∆ log Y (R2D) is broader than that of
∆ log Y (R3D), indicating that WL mass measurements of
M2D introduce additional scatter in Y2D by 11.0%, which is
larger than 4.5% increase in scatter due to projection effects
discussed in the Section 3.3.1. Note that similar results are
obtained for the other two projection axes, where the addi-
tional scatters in Y2D are found to be 9.0% and 10.4% for
y-axis and z-axis, respectively. This shows that the uncer-
tainty in M2D leads to significant scatter in the WL calibra-

tion of the Y − M relations, and this effect must be taken
into account in the cosmological parameter estimation based
on WL mass calibration of SZ-selected cluster samples.

In order to account for this effect, we develop a model
to predict the distribution of log (Y2D(R2D)/Y3D) for a given
log (Y2D(R3D)/Y3D). Assuming that the underlying pressure
profile is given by the gNFW pressure profile with the best-
fit parameters M500,p and c500,p, the uncertainty in WL
mass M2D is translated into the uncertainty in Rref through
Eq. (15). Note that the integral in Eq. (15) scales with the
following quantity:

IP(xout) =

∫ xout

0

p(x)4πx2dx, (20)

where xout = Rref/R500,p, p(x) is given by Eq. (14) and
α′
P is assumed to play a minor role in the evaluation of

this integral. Since δ log IP ≃ δ log xout at xout = 1, the
uncertainty in logM2D introduces the scatter in log Y2D by
δ logR2D ∼ δ logM2D/3. We can then model the probability
distribution of log Y1 = log (Y2D(R2D)) based on the proba-
bility distribution of log Y2 = log (Y3D(R3D)) as

℘(log Y1) =

∫

d log Y2 ℘(log Y2)℘(log Y1| log Y2), (21)

where ℘(log Y1| log Y2) is the distribution of log Y1 for a given
log Y2. We assume ℘(log Y1| log Y2) to be the log-normal
distribution with the scatter of (1/3) σlogM2D−3D, where
σlogM2D−3D is the scatter of log (M2D/M3D). The blue his-
togram in Figure 5 is the result of our model, which provides
a good description of our simulation results.

4 COVARIANCE BETWEEN TSZ AND WL

SIGNALS

The scatter in Y2D is likely correlated with the scatter in
M2D, as they are both affected by the projection effects and
the uncertainties in the estimation of M2D. Therefore, the
covariance between Y2D andM2D must be taken into account
in order to derive the unbiased estimate of the underlying
Y3D −M3D relations from tSZ and WL measurements.

Partie intéressante

La dispersion augmente de façon monotone avec                dans les 3 directions de projection à cause 
de la contribution croissante de distributions de matière non corrélées le long de la ligne de visée

Ldepth

Le signal SZ au-delà de              est responsable de la majorité de la dispersion observée ✓500c

• Calcul du paramètre de Compton intégré             à partir du vrai rayon caractéristique Y2D R3D

• Estimation de la dispersion entre            et             en fonction de la profondeur de projectionY2D Y3D Ldepth

• Identification d’un amas très perturbé (merger) pour lequel le fit d’un modèle gNFW n’est pas adapté
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Ldepth[h
−1 Mpc] 0.1′ − 5′ 0.1′ − θ500c 0.1′ − 5′ 0.1′ − θ500c

x-axis projection mass-limited sample without the outlier
10 (3.91± 0.04) × 10−2 (2.74± 0.02) × 10−2 (2.97 ± 0.02) × 10−2 (2.53 ± 0.02) × 10−2

20 (3.39± 0.03) × 10−2 (2.64± 0.02) × 10−2 (3.10 ± 0.02) × 10−2 (2.65 ± 0.02) × 10−2

100 (3.39± 0.03) × 10−2 (2.74± 0.02) × 10−2 (3.31 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (3.50± 0.03) × 10−2 (2.80± 0.02) × 10−2 (3.40 ± 0.03) × 10−2 (2.83 ± 0.02) × 10−2

y-axis projection mass-limited sample without the outlier
10 (3.25± 0.03) × 10−2 (2.29± 0.01) × 10−2 (2.75 ± 0.02) × 10−2 (2.10 ± 0.01) × 10−2

20 (3.40± 0.03) × 10−2 (2.38± 0.02) × 10−2 (2.90 ± 0.02) × 10−2 (2.18 ± 0.01) × 10−2

100 (3.70± 0.03) × 10−2 (2.49± 0.02) × 10−2 (3.23 ± 0.03) × 10−2 (2.30 ± 0.01) × 10−2

500 (3.94± 0.04) × 10−2 (2.63± 0.02) × 10−2 (3.45 ± 0.03) × 10−2 (2.43 ± 0.02) × 10−2

z-axis projection mass-limited sample without the outlier
10 (3.88± 0.04) × 10−2 (2.65± 0.02) × 10−2 (2.87 ± 0.02) × 10−2 (2.34 ± 0.01) × 10−2

20 (4.18± 0.04) × 10−2 (2.94± 0.02) × 10−2 (3.22 ± 0.03) × 10−2 (2.65 ± 0.02) × 10−2

100 (4.34± 0.05) × 10−2 (3.05± 0.02) × 10−2 (3.43 ± 0.03) × 10−2 (2.76 ± 0.02) × 10−2

500 (4.40± 0.05) × 10−2 (3.10± 0.03) × 10−2 (3.52 ± 0.03) × 10−2 (2.82 ± 0.02) × 10−2

Table 2. The scatter between log Y2D(R3D) and logY3D(R3D) measured within the true R500c. The error is estimated by the Gaussian
error over 33 maps. To convert the values into the conventional definition of scatter, multiply them by ln 10 ≈ 2.3. The left portion shows
the results for the mass-limited sample of 33 clusters, while the right corresponds to the results for 32 clusters without the 7σ outlier.

Figure 5. The probability distribution of ∆ log Y =
log(Y2D(R3D)/Y3D) (red line) and ∆ log Y =
log(Y2D(R2D)/Y3D) (green line). The blue histogram corre-
sponds to our modeling with the log-normal distribution of
log (M2D/M3D).

sents the distribution where the projected Y2D is measured
within R3D (i.e., ∆ log Y (R3D) = log (Y2D(R3D)/Y3D)),
while the green line shows the distribution where the
projected Y2D is measured within R2D estimated from
the WL mass (i.e., ∆ log Y (R2D) = log (Y2D(R2D)/Y3D)).
The distribution of ∆ log Y (R2D) is broader than that of
∆ log Y (R3D), indicating that WL mass measurements of
M2D introduce additional scatter in Y2D by 11.0%, which is
larger than 4.5% increase in scatter due to projection effects
discussed in the Section 3.3.1. Note that similar results are
obtained for the other two projection axes, where the addi-
tional scatters in Y2D are found to be 9.0% and 10.4% for
y-axis and z-axis, respectively. This shows that the uncer-
tainty in M2D leads to significant scatter in the WL calibra-

tion of the Y − M relations, and this effect must be taken
into account in the cosmological parameter estimation based
on WL mass calibration of SZ-selected cluster samples.

In order to account for this effect, we develop a model
to predict the distribution of log (Y2D(R2D)/Y3D) for a given
log (Y2D(R3D)/Y3D). Assuming that the underlying pressure
profile is given by the gNFW pressure profile with the best-
fit parameters M500,p and c500,p, the uncertainty in WL
mass M2D is translated into the uncertainty in Rref through
Eq. (15). Note that the integral in Eq. (15) scales with the
following quantity:

IP(xout) =

∫ xout

0

p(x)4πx2dx, (20)

where xout = Rref/R500,p, p(x) is given by Eq. (14) and
α′
P is assumed to play a minor role in the evaluation of

this integral. Since δ log IP ≃ δ log xout at xout = 1, the
uncertainty in logM2D introduces the scatter in log Y2D by
δ logR2D ∼ δ logM2D/3. We can then model the probability
distribution of log Y1 = log (Y2D(R2D)) based on the proba-
bility distribution of log Y2 = log (Y3D(R3D)) as

℘(log Y1) =

∫

d log Y2 ℘(log Y2)℘(log Y1| log Y2), (21)

where ℘(log Y1| log Y2) is the distribution of log Y1 for a given
log Y2. We assume ℘(log Y1| log Y2) to be the log-normal
distribution with the scatter of (1/3) σlogM2D−3D, where
σlogM2D−3D is the scatter of log (M2D/M3D). The blue his-
togram in Figure 5 is the result of our model, which provides
a good description of our simulation results.

4 COVARIANCE BETWEEN TSZ AND WL

SIGNALS

The scatter in Y2D is likely correlated with the scatter in
M2D, as they are both affected by the projection effects and
the uncertainties in the estimation of M2D. Therefore, the
covariance between Y2D andM2D must be taken into account
in order to derive the unbiased estimate of the underlying
Y3D −M3D relations from tSZ and WL measurements.

• Une autre source importante de systématique sur            est 
l’estimation potentiellement biaisée du rayon caractéristique 

Y2D
R2D

• Effet étudié en comparant                                avecY2D(R2D)/Y3D Y2D(R3D)/Y3D

Distribution de l’écart entre            et la vraie valeurY2D Y3D

La distribution de                           est plus large que celle 
de                          indiquant que la mauvaise estimation de             
induit une dispersion supplémentaire de 

� log Y (R2D)

� log Y (R3D) R2D
11%

• Cet effet doit être pris en compte lors de l’estimation de paramètres cosmologiques 
utilisant une calibration WL de la masse d’amas sélectionnés par effet SZ
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Figure 6. The covariance between M2D and Y2D derived from
WL mass and tSZ maps of 33 simulated clusters. The gray point
shows the scatter plot of log (M2D/M3D) and log (Y2D/Y3D). The
red solid and dashed lines indicate the 1σ and 2σ contours of
the two-dimensional log-normal distribution with the measured
covariance, respectively.

4.1 Covariance in the Y −M relation

In order to characterize the nature of scatter in the ob-
served Y2D − M2D scaling relation, we quantify the corre-
lation between the scatters in Y2D and M2D with the co-
variance matrix C of the two-dimensional variable X =
(log(M2D/M3D), log(Y2D/Y3D)) as follows:

Cij =
1

Nm − 1

Nm
∑

k=1

(Xki − X̄i)(Xkj − X̄j), (22)

X̄i =
1

Nm

Nm
∑

k=1

Xki, (23)

where Xki represents the i-th component of X for the k-th
map.

The resulting covariance matrix for the 33 simulated
clusters viewed along the x projection axis is

C =

(

1.12 × 10−2 5.67 × 10−3

5.67 × 10−3 3.55 × 10−3

)

. (24)

Figure 6 shows the covariance between Y2D and M2D for the
33 simulated clusters viewed along the x projection axis,
where the grey points represent the resulting X from a
χ2 fitting, and the red lines are the 1σ and 2σ contours
of the log-normal distribution with the covariance matrix
C in Eq. (24). The points trace the log-normal contours
quite well. We also find that the scatter in log(M2D/M3D) is
tightly correlated with that of log(Y2D/Y3D). The correlation
coefficients for our simulated clusters are 0.902, 0.769 and
0.828 for the x, y, z projection axes, respectively. Removing
the outlier discussed in Section 3.3.1 changes the correlation
coefficient by <∼ 0.02. The significant covariance between
the scatter in Y2D and M2D we found is consistent with

previous theoretical studies on covariance between cluster
observables (White, Cohn & Smit 2010; Stanek et al. 2010;
Angulo et al. 2012; Noh & Cohn 2012).

Another important correlation in the tSZ and WL mea-
surement is the covariance between M2D and Y2D at a given
M3D. This covariance C′ is defined by the two-dimensional
variable of X ′ = (log(M2D/M3D), log(Y2D/Y3D,scal)), where
Y3D,scal is given by Eq. (16) at a given M3D. For the 33 sim-
ulated clusters viewed along the x projection axis, we found
that

C
′ =

(

1.12 × 10−2 6.29 × 10−3

6.29 × 10−3 4.45 × 10−3

)

. (25)

Compared to Eq. (24), the scatter in log(Y2D/Y3D,scal) is
larger than that in log(Y2D/Y3D) because of the scatter in
Y3D,scal, while the correlation coefficient changes only by ∼
0.01. Similar results are found for the other two projection
axes.

4.2 Recovering the unbiased 3D Y −M Relation

With the covariance between Y2D and M2D in hand, we can
develop a statistical model to recover the underlying Y3D −
M3D relation from a set of measurements of (M2D,Y2D) using
the bayesian framework as follows.

Let the distribution of true halo mass M3D to be
℘(M3D) for WL mass ranging between M2D and M2D +
dM2D and Y2D ranging between Y2D and Y2D + dY2D. The
differential number density of the cluster haloes is then given
by

dN (M2D, Y2D)

dM2DdY2D
=

∫

dY3DdM3D ×

℘(M3D)℘(Y3D|M3D)℘(M2D, Y2D|M3D, Y3D), (26)

where ℘(Y3D|M3D) represents the probability distri-
bution of the underlying Y3D − M3D relation and
℘(M2D, Y2D|M3D, Y3D) is the probability distribution func-
tion of a set of (M2D, Y2D) for a given set of (M3D, Y3D).
Assuming that they follow the log-normal distributions, we
have

℘(Y3D|M3D) = A exp

{

−1
2

[

log Y3D − log Ymodel

σ

]2
}

, (27)

where A = 1/
√
2πσ2, σ = σlog Y,3D and log Ymodel = α0 +

α1 log
(

M3D/(10
14h−1 M⊙)

)

, and

℘(M2D, Y2D|M3D, Y3D) = B exp

{

−1
2
X

T
C

−1
X

}

, (28)

where X = (log(M2D/M3D), log(Y2D/Y3D)), B =
1/

√

(2π)2 detC, and C represents the covariance matrix of
X.

Figure 3 shows that our model is able to recover the
Y2D − M2D scaling relation, with the true scaling relation
℘(Y3D|M3D) and the covariance C measured from our sim-
ulation. The red points show the expected distribution of
the model and the best-fit parameters α0,α1,σlog Y,3D and
C. The red error bars represent the 68% confidence level of
log Y2D for a given logM2D. The red points recover our 2D
measurements indicated by grey points, demonstrating that
our model provides a good description of the Y2D − M2D

• La dispersion sur           est corrélée avec celle sur           car ces 2 
quantités sont affectées par les effets de projection et par l’incertitude 
sur la mesure de   

Y2D M2D

M2D

• La covariance entre          et            doit être prise en compte pour 
obtenir la vraie relation                          à partir de mesures SZ et WL  

Y2D M2D
Y3D �M3D

Matrice de covariance de la variable ~X = (log(M2D/M3D), log(Y2D/Y3D))

Le coefficient de corrélation associé est de l’ordre de 0.8
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Figure 7. The posterior distribution of the parameters of the
Y2D−M2D relation for 33 simulated clusters. The red filled circle
shows the best-fit parameters derived from the likelihood analysis
with the covariance between M2D and Y2D. The black filled circle
is the best-fit parameters when Y2D and M2D are assumed to be
independent, while the black star symbol represents the best-fit
parameters of the Y3D−M3D relation. The hatched region shows
the 95% confidence level of the posterior distribution.

relation from tSZ-WL mock analyses. We stress that the co-
variance is an essential ingredient in explaining the scatter
in the Y2D−M2D relation in Figure 3. The scatter of ∼ 14%
in log(Y2D/Y3D) alone is not enough to explain the total
scatter of ∼ 23%. One also have to include the covariance
between log(Y2D/Y3D) and log(M2D/Y3D).

Next, we recover the Y3D−M3D relation from our model
by estimating the parameters α0 and α1 in Eq. (27). To do
this, we first construct the likelihood function of number
density of clusters in the Y2D −M2D assuming the Poisson
distribution:

L =

Nlog Y
∏

i

Nlog M
∏

j

λNij exp(−λ)
Nij !

, (29)

where Nij is the number count of clusters found in (i, j)-th
grid in the Y2D − M2D plane, Nlog Y and NlogM represent
the number of bins in log Y2D and logM2D, respectively. The
best-fit parameters α0 and α1 are then found by maximizing
the likelihood L. We test our method with measured values
of Y2D and M2D over 33 × 3 = 99 realizations of projected
cluster maps (by combing simulated clusters viewed along
three orthogonal projections) with Ldepth = 500 h−1 Mpc.
The likelihood function is calculated over 100 logarithmi-
cally space bins in 1014 < M2D [h−1 M⊙] < 1015 and
10−5.5 < Y2D [(h−1 Mpc)2] < 10−4. For simplicity, we set
σlog Y,3D = 0.030 and adopt the distribution of M3D mea-
sured from our simulations (see the black hatched histogram
in Figure 1).

The result of our likelihood analysis is summarized in
Figure 7. The black star symbol represents the parame-
ters of the underlying 3D Y − M relation. The red point

is for the best-fit parameters obtained from our likelihood
analysis. The red hatched region shows the 95% confidence
level of the posterior distribution of α0 and α1. The true
parameters is well within the red hatched region, demon-
strating that our maximum likelihood analysis can recover
the true 3D scaling relation reasonably well. We empha-
size that it is critical to include the covariance C between
log(Y2D/Y3D) and log(M2D/M3D). Ignoring it leads to bi-
ases in the estimated parameters of the 3D scaling rela-
tion, as illustrated by the black point and hatched region
in Figure 7. Note that the bias in the estimated slope
(α1) of the Y − M relation is on the order ∼ 0.10, which
is comparable to the statistical uncertainty in the cur-
rent observations (e.g., Planck Collaboration et al. 2015b;
de Haan et al. 2016). Thus, the covariance among cluster
observables must be taken into account in order to take ad-
vantage of the statistical power of current and future tSZ
and WL cluster surveys.

After recovering the unbiased 3D Y − M relation, one
can reduce the uncertainty in the estimate of Y2D(R2D) by
an iterative approach as follows (see also Liu et al. (2015)).
Using the Y3D −M3D relation, one can compute a new esti-
mate of M3D = f(Y3D) to re-define the boundary of a cluster
R3D through M500c = 500ρcrit(z)(4π/3)R3

500c. One can then
iterate to obtain a new estimate of Y2D within the new ra-
dius R3D. This iterative approach is expected to be efficient
because the scatter in WL mass is larger than the scatter in
Y at a given M3D. We tested this iterative approach by using
the mock measurements of Y2D and the Y3D−M3D relation in
Eq. (16). In the case of Lproj = 500 h−1Mpc, we found that
the scatter in log(Y2D/Y3D) changes from 5.9% to 4.5% for
x-axis after ten iterations, which was sufficient for conver-
gence of results. Note that similar results are also obtained
for the other two axes, where the scatter decreases from
5.6% to 5.1% and from 6.3% to 5.5% for y-axis and z-axis,
respectively. While this iterative approach is useful to obtain
a more accurate estimate of Y2D, it still does not completely
remove the uncertainty in R2D in measurement of Y2D; i.e.,
we cannot reduce the scatter of log(Y2D(R2D)/Y3D) to that
of log(Y2D(R3D)/Y3D) through this iterative approach.

4.3 Implications for Cosmological Inferences

Finally, we assess the impact of the biased Y − M rela-
tion on cluster-based cosmological constraints. Here, we con-
sider the cumulative number count of galaxy clusters as a
function of the angular integrated Compton-y parameter
Yang = 1/D2

A(z)Y , where DA(z) is the angular diameter
distance for redshift of z. The number count per solid angle
in the redshift range of zmin to zmax is given by

N(Yang,thre; zmin, zmax) =
∫ zmax

zmin

dz
dV
dz

∫

∞

Yang,thre(M,z)

dM
dn
dM

℘(Yang|M, z), (30)

where dn/dM is the halo mass function and ℘(Yang|M, z)
expresses the scaling relation between Yang and mass M at
redshift z. We use the halo mass function by Tinker et al.
(2008), and ℘(Yang|M, z) is set to be the log-normal function
with the scatter of 0.18 (Angulo et al. 2012). As a fiducial
model, we consider the self-similar Y −M relation as shown
in Eq 16 with cosmological parameters set to the WMAP

dN(M2D, Y2D)

dM2DdY2D
=

Z
dY3D dM3D }(M3D)}(Y3D|M3D)}(M2D, Y2D|M3D, Y3D)

• La densité numérique différentielle du nombre d’amas dans l’intervalle 
de         et de           observés est donnée par :M2DY2D

• Supposons que les fonctions densité de probabilité suivent des 
lois log-normales alors :

}(Y
3D|M

3D) = A exp

 
�1

2


log Y

3D � log Y
model

�

�
2

!

avec

}(M2D, Y2D|M3D, Y3D) = B exp


�1

2

XTC�1X

�
log Y

model

= ↵
0

+ ↵
1

log (M
3D/(1014h�1 M�))

Connaissant la vraie relation                     on peut vérifier que 
le modèle permet de retrouver la relation                     mesurée 

Y3D �M3D

Y2D �M2D

Importance de la covariance pour expliquer la dispersion observée !!

• Estimation de la relation                     à partir de mesures                         en contraignant les paramètres       et        
via la fonction de vraisemblance : 

Y3D �M3D (M2D, Y2D) ↵0 ↵1

L =

N
log YY

i

N
log MY

j

�Nij
exp(��)

Nij !
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Figure 8. Number count of galaxy clusters at z = 0.2 − 0.4
as a function of the angular integrated Compton-y parameter
(Yang). The red points represent the expected value with the self-
similar scaling relation. The open and hatched boxes indicate the
Poisson errors for the sky coverage of 1, 500 and 27, 000 squared
degrees, respectively. The black dashed line corresponds to the
model for the biased Y −M relation in the WMAP9 cosmology,
while the black solid line is the prediction based on the biased
Y − M relation and cosmology with higher matter density Ωm0

by 2.5%.

nine-year results (Hinshaw et al. 2013). We consider two ad-
ditional scenarios where the Y −M relation is biased when
the covariance between the scatters in Y and M are ignored,
as shown by the black point in Figure 7. In one scenario,
we set our cosmological parameters to the fiducial WMAP9
values, while in the other we increase Ωm0 higher by 2.5%,
which corresponds to the 1σ error in the WMAP9 value.
Note that we take into account changes in both halo mass
function and angular diameter distance when varying cos-
mological parameters.

For illustration, we consider the redshift range of z =
0.2 − 0.4, which is the relevant redshift range for recent
WL measurements of tSZ-selected clusters (e.g., High et al.
2012; Battaglia et al. 2015). Figure 8 shows the expected
cluster number counts for the three different models. The red
points represent our fiducial case, the black dashed line cor-
responds to the biased Y −M relation with the fiducial cos-
mology, and the black solid line corresponds to the case with
the biased Y−M relation and with higher Ωm0. The red open
and hatched boxes show the Poisson error for a hypothetical
survey with the sky coverage of 1,500 and 27,000 squared de-
grees, which correspond to the coverage of ongoing imaging
surveys (such as the Hyper Suprime-Cam) and the full-sky
coverage with masking of the galactic plane, respectively.
For a fixed cosmology, the biased Y − M relation leads to
reduction in the number count in the survey area of 27,000
squared degrees, which is comparable to the sample size of
the Planck tSZ cluster catalog (Planck Collaboration et al.
2014a, 2015a). Increasing Ωm0 leads to higher cluster counts,
suggesting that the biased Y −M relation can introduce bi-

Figure 9. The scatter plot of the Y − M relation inferred
from two-dimensional tSZ and WL mock observations. The gray
points represent the result of Y2D and M2D obtained from a
χ2 fitting over 46 realizations of tSZ and WL maps. The black
hatched region corresponds to the underlying Y − M relation
for our simulated clusters with the scatter of σlog Y = 0.050, or
σlnY = σlog Y × ln 10 = 11.5%. The red point with error bar
shows our modeling of the Y2D −M2D relation.

ases in cosmological parameters, such as Ωm0 and σ8. In this
case, 10% bias in the Y −M relation leads to an increase of
2.5% in Ωm0, or an increase of 6.6% in σ8 for a fixed initial
curvature perturbation amplitude.

5 BARYONIC EFFECTS

So far, the simulations we have treat the ICM as a non-
radiative gas and ignored additional baryonic physics, such
as radiative cooling, star formation, and feedback from ac-
tive galactic nuclei. These baryonic physics can in principle
induce additional scatter in the observed Y2D−M2D relation
by changing the level of gas pressure in the correlated struc-
ture along the line of sight. While these effects are expected
to be small (Nagai 2006; Battaglia et al. 2012; Kay et al.
2012), further scrutiny is still useful in order to assess to
what extent the impact of the uncertain baryonic physics
on the Y2D −M2D relation.

In order to examine the effects of baryonic physics
on the scatter of Y − M relation, we analyzed re-
simulation of Omega500 with radiative cooling, star for-
mation, and supernova feedback (CSF). This CSF run in-
cludes metallicity-dependent radiative cooling, star forma-
tion, thermal supernova feedback, metal enrichment and ad-
vection, which are based on the same subgrid physics mod-
ules in Nagai, Kravtsov & Vikhlinin (2007), which we re-
fer the reader for more details. In the following, we work
with a mass-limited sample of 46 clusters with M500c ≥
2.8 × 1014 h−1M⊙ at z = 0.33. Note that our CSF simu-
lation suffers from the well-known “overcooling” problem,
where the simulation over-predicts the amount of central



18 Conclusions

Florian Ruppin - Journal Club - 15/04/2016 

• La dispersion de la relation                        calibrée à partir d’observations simulées SZ-WL issues 
de la simulation utilisée montre une dispersion de 23%.

YSZ �M
tot

3 fois plus grande que la dispersion intrinsèque prédite par les simulations. 
Ce résultat concorde avec les observations réelles

• L’incertitude sur le paramètre de Compton intégré provient de la combinaison :

d’effets de projections de structure non-corrélées le long de la ligne de visée (5%)
de l’incertitude sur la mesure du rayon caractéristique des amas à partir du WL (10%)

• L’amplitude de la dispersion dans la relation d’échelle                       est déterminée à partir de la 
covariance entre les signaux SZ et WL. 

YSZ �M
tot

• Ne pas prendre en compte la covariance entre le SZ et le WL induit un biais de 10% sur la calibration YSZ �M
tot

Cela conduit à des biais de 2.5% et 6.6% sur les estimations de          et         respectivement             ⌦m �8

• Proposition d’un model permettant de retrouver la relation                      non-biaisée à partir d’un 
échantillon de mesures SZ et WL

YSZ �M
tot
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