
  

Two issues we want to clarify (related to issues we face in CR studies):

– Can we always rely on Minuit for the estimate of contours, or, 
equivalently, can we always rely on the error matrix for the 
contours?

– How to deal with global fits when many data sets are 
inconsistent with one another?

1) Error/Hessian/Fisher/Information matrix approach: a reminder 

2) Error estimate: Fisher matrix vs Lagrange multiplier (to avoid linear 
approximations)

3) Numerical accuracy and the iterative procedure for the Hessian

4) Global fit and tolerance parameter

Error matrix, Lagrange multiplier, data selection, and 
estimates of contours in global analysis of data

PRD 65, [014011,014012,014013] (2002)
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27/01/2017

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P
http://adsabs.harvard.edu/abs/2002PhRvD..65a4012S
http://adsabs.harvard.edu/abs/2002PhRvD..65a4013P


  

1) Error matrix approach: a reminder

→ Standard approach in cosmology
• The Dark Energy Task Force report (starting p.94)
• The Joint Dark Energy Mission Figure of Merit ScienceWorking Group (starting 
p.4, similar, but adds cautionary notes on numerical instabilities to watch for)

http://arxiv.org/ftp/astro-ph/papers/0609/0609591.pdf
http://arxiv.org/PS_cache/arxiv/pdf/0901/0901.0721v1.pdf


  

1) Error matrix approach: a reminder

[using 1.1] →



  

1) Error matrix approach: a reminder



  

1) Error matrix approach: a reminder

Nice properties of Fisher matrix

Change of variables

Priors

And also marginalization, combination of data sets...



  

1) Error matrix approach: a reminder

How to incorporate a “simple” nuisance parameter
(https://arxiv.org/abs/1103.0354v1)

https://arxiv.org/abs/1103.0354v1


  

2) Error estimate: Fisher matrix vs Lagrange multiplier

Pumplin et al., PRD 65, 014011 (2002)

- Standard error
propagation

- Higher order accounting for non-Gaussianity in parameter space (e.g., Sellentin et al., 2014)
→ allows banana-shaped contours (beyond simple ellipses)

- Lagrange multiplier approach
→ Find coutour for a constraint 2 = 2

min
+cst

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P
http://adsabs.harvard.edu/abs/2014MNRAS.441.1831S


  

2) Error estimate: Fisher matrix vs Lagrange multiplier

Wikipedia + Pumplin et al., PRD 65, 014011 (2002)

- Standard error
propagation

- Higher order accounting for non-Gaussianity in parameter space (e.g., Sellentin et al., 2014)
→ allows banana-shaped contours (beyond simple ellipses)

- Lagrange multiplier approach
→ Find coutour for a constraint 2 = 2

min
+cst

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P
http://adsabs.harvard.edu/abs/2014MNRAS.441.1831S


  

2) Error estimate: Fisher matrix vs Lagrange multiplier

2 for the contours: effect of correlated errors
Stump et al., PRD 65, 014012 (2002) – App. A

http://adsabs.harvard.edu/abs/2002PhRvD..65a4012S


  

2) Error estimate: Fisher matrix vs Lagrange multiplier

2 for the contours: effect of correlated errors
Stump et al., PRD 65, 014012 (2002) – App. A

→ See, e.g., App.B to properly account for 
correlated systematic errors in the 2

N.B.: if covariance matrix unknown, or if not 
quadratic, better to add nuisance parameter...

http://adsabs.harvard.edu/abs/2002PhRvD..65a4012S


  

3) Numerical accuracy and iterative procedure for the Hessian

Pumplin et al., PRD 65, [014011,014013] (2002)

Goal: avoid numerical 
inaccuracies/instabilities when 
calculating the derivatives w.r.t. 

‘inhomogeneous’ variables 
→ may induce a bias of the 

parameter contours

N.B: similar in spirit to change of 
variables (e.g., in cosmology) for 
better-behaving ones, but going 

further...

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P
http://adsabs.harvard.edu/abs/2002PhRvD..65a4013P


  

3) Numerical accuracy and iterative procedure for the Hessian

Pumplin et al., PRD 65, 014011 (2002)

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P


  

3) Numerical accuracy and iterative procedure for the Hessian

Pumplin et al., PRD 65, 014011 (2002)

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P


  

3) Numerical accuracy and iterative procedure for the Hessian

Pumplin et al., PRD 65, 014011 (2002)

http://adsabs.harvard.edu/abs/2002PhRvD..65a4011P


  

4) Global fit and tolerance parameter

Pumplin et al., PRD 65, 014013 (2002) – App. A
[e.g. used for CR data fit/selection in https://arxiv.org/abs/1612.03219] 

2  T2 

→ Correlations between point (e.g. spectrum) may be unknown
→ Correlations between different experiments unknown

2  1

How to determine T?

– Tolerance required by acceptability of the experiments
• How well best fit agrees with individual datasets: compare with ideal range N

n
+/-sqrt(2N

n
)

• Attribute ‘abnormal’ 2-N
n
(sqrt(2N

n
)) to unknown systematic errors/unusual fluctuations

– Tolerance required by mutual compatibility of the experiments
• If N experiments, fit all combinations of (N-1) experiments
•  max(2

N-1
) between these combinations indicate that T2 >~ 2

N-1
  

– Tolerance calculated from CL of individual experiments
• Fit individual experiments and calculate errors (e.g., Lagrange multipliers)
• Alternate fit are considered ‘alternative hypotheses’
• Combine errors and see how uch I requires in terms of  and T

http://adsabs.harvard.edu/abs/2002PhRvD..65a4013P
https://arxiv.org/abs/1612.03219


  

See http://www.desy.de/~blobel/banff.pdf for more on how to correctly 
deal with systematics, etc.

http://www.desy.de/~blobel/banff.pdf
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